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Abstract—Software product lines are used to manage the development of highly complex software with many variants. In the literature, various forms of rule-based product line modifications have been considered. However, when considered in isolation, their expressiveness for specifying combined modifications of feature models and domain models is limited. In this paper, we present a formal framework for product line transformations that is able to combine several kinds of product line modifications presented in the literature. Moreover, it defines new forms of product line modifications supporting various forms of product lines and transformation rules. Our formalization of product line transformations is based on category theory, and concentrates on properties of product line relations instead of their single elements. Our framework provides improved expressiveness and flexibility of software product line transformations while abstracting from the considered type of model.

I. INTRODUCTION

A software product line (SPL) is a portfolio of software products sharing a set of common core assets, while differing in some increments of functionality, often referred to as features. SPLs empower enterprises to produce customized products according to their customers’ needs. Due to this key benefit, global players such as Boeing, General Motors, and Toshiba have recently adopted SPL approaches [1].

However, this benefit comes at a price: too much variability in an SPL can give rise to significant complexity. In an SPL with n features, up to 2^n individual products need to be managed and maintained. One of the standard approaches to support developers during these tasks involves the specification of a set of features using feature models [2], and the annotation of domain models with presence conditions over these features. Domain models may be provided in typical MDE languages such as UML [3], [4], [5] or petri nets [6], or in source code [7]. Products are produced by configuring the features, i.e., switching them on or off, and removing parts of the domain model annotated with inactive features.

To enable the systematic management of an SPL, a variety of transformations needs to be supported. For instance, some transformations aim to only add new products while leaving all of the existing products unchanged. Others aim to affect only the existing products, modifying them in a systematic way. Specifically, the following kinds of transformations have been considered in the literature:

1. Changes to feature models aim to support reasoning about additions, deletions, and modifications of features. Thüm et al. [8] distinguish four categories of changes based on their impact to the set of products: refactorings, generalizations, specializations, and arbitrary editing steps. On this basis, Bürdek et al. [9] use model transformation rules to specify high-level editing operations that can be used to support the comprehension of feature model differences. These works are useful to support the evolution of a SPL with versioning tools, yet they do not take the domain model into account.

2. Lifting of model transformations [10], [11] aims to make transformation rules from a single-product setting applicable to the entire SPL. The intended effect of lifting is the same as applying the considered rule to each product separately. However, to avoid the combinatorial explosion of enumerating and considering all products, lifting allows the direct application of rules to annotated domain models. Since lifting focuses on domain models, it cannot be used to change the feature model.

3. SPL refinement aims to support safe evolution, in the sense that modifications of the SPL have a controlled impact on the existing set of products. Allowed modifications may be restricted so that all products remain unchanged [12], [13], or so that only a subset of the products can be changed [14]. These works provide a form of transformation rules that can change the feature model and restrict the allowed changes on implementation assets, including domain models, but it cannot be used to specify changes of the domain model.

None of the above approaches allows specifying the combined transformation of feature models and domain models. However, such combined transformations are actually extremely important in practice, since the addition or deletion of features usually entails the corresponding changes in the domain model. Developers need to know whether such a combined transformation yields a well-formed SPL again. To this end, in the following example, we aim to demonstrate why they would benefit from a means to explicitly specify and reason about combined transformations.

Example. Consider a washing machine controller SPL. Fig. 1 shows a simple feature model, comprising a set of features F and a set of feature constraints Φ, and a state machine representing the domain model. According to the feature model, washers have four features: Wash, Heat, Dry, and Delay. In our product portfolio, we want Wash to be a mandatory feature of all washers, while a washer can only have either Heat and Delay; the constraints in Φ are specified accordingly. Conse-
Rule 2 presents an editing rule. Such rules have several applications in model-driven engineering: for instance, one can specify the editing operations of a model editor [15], and use them to detect high-level differences between model versions [9]. We would like to specify an editing rule that behaves differently for different products, depending on their features. Feature assignments then represent additional pre- and postconditions, which gives rise to an extended form of lifting to capture this product-wise behavior. In addition, the rule can be used to express safe evolution steps in the context of SPL refinement [14]. The rule’s intention is to extract two actions of the same name a into distinct states with different, user-provided names a1 and a2. It matches two parts of the input domain model that are annotated with a user-specified feature R and its negation. The original transitions are replaced with transitions to the newly created states, which obtain the same, potentially empty, trigger and action, called t and a. For instance, this rule can be applied to the overall product line to turn the QuickCool() transitions into states QuickCooling (after drying) and SlowCooling (after washing).

Rule 3 presents a rule for encapsulating an evolution step. By creating a new feature, the rule specializes the SPL [8], in the sense that new products are added while also specifying the intended change of the domain model. This rule, in contrast to Rules 1 and 2, refers to a specific feature, Beep. To enable a controlled evolution like in SPL refinement [14], the user provides certain restrictions of the rule application as parameters: The feature Base is a user-specified parameter that acts as the parent feature of Beep – hence the implication in Φ. In the domain model, two states for beeping are inserted between two existing, user-specified states, so that the “beeping” is silent.
Contributions. To support the specification of and reasoning with such rules, in this paper, we present a formal framework for rule-based transformations of SPLs using category theory. Specifically, we make the following contributions:

1. We formalize the category of software product lines. The key benefit of this formalization is that it allows our framework to largely abstract from the type of model being considered, which makes it applicable to a great variety of models, including UML models and Petri nets.

2. We formally define transformations over software product lines, and show that our transformations are sound in the sense that for a given matching site of a rule in an input SPL, the rule application yields a well-defined product line as result and this result is unique. We discuss how our framework lays the basis for new kinds of SPL analyses with well-behaved tool support.

3. We demonstrate the applicability of our formalization using the example introduced above. We show that our approach supports modifications such as those in the aforementioned works, as well as entirely new kinds of modifications resulting from their combination. Thus, our framework offers users a highly expressive and flexible means for specifying SPL transformations.

The rest of this paper is structured as follows. In Sect. II, for readers not familiar with category theory, we revisit the concepts used in this work in a semi-formal manner. In Sect. III, we define the category of SPLs. In Sect. IV, we introduce our framework for rule-based transformations of SPLs. In Sect. V, we discuss the implications of our framework. In Sect. VI, we conclude, discuss related work, and outline future work.

II. BACKGROUND

Category theory provides a uniform approach to concepts, constructions, and proofs across a wide range of structures. This property makes category theory very interesting to use it in mathematics and computer science in general, and model-driven engineering (e.g., [16], [17], [18]) in particular. In this section, we give a short and semi-formal introduction into all those notions of category theory we need for our approach. For more details see [19], [20], [21], and [22].

Categories. A category $C$ is a mathematical structure that has objects collected in $Ob_C$ and morphisms $Mor_C(A, B)$ relating pairs of objects $A, B \in Ob_C$ in some way. There needs to be a composition operation $\circ$ for morphisms $f \in Mor_C(A, B)$ and $g \in Mor_C(B, D)$ as well as an identity morphism $id_A$ for each object $A \in Ob_C$. The composition $\circ$ has to be associative.

Examples are the category Set of all sets and functions, the category Rel of all sets and relations, the category Poset of all partially ordered sets and order-preserving mappings, and the category Graph of all graphs and graph morphisms being functions between their node and edge sets, resp., such that they are compatible with source and target functions.

There are special types of morphisms: An isomorphism is a morphism to which an inverse morphism exists, i.e., composing them in either order leads to identities. Objects related by an isomorphism exhibit exactly the same structure and can thus be considered as equal in many contexts. If we have $m \circ f = m \circ g \implies f = g$ for any two morphisms $f$ and $g$, $m$ is called monomorphism. In the category Set, isomorphisms are bijective functions while monomorphisms are injective ones.

Boolean algebras. To represent presence conditions in product lines, we use the term algebra of propositional formulas. For its formal definition, we need the signature Bool with the sort $Bool$ and the operations $true, false : \rightarrow Bool$, not : $Bool \rightarrow Bool$, and and or : $Bool \times Bool \rightarrow Bool$. All $BOOL$-algebras and homomorphisms, i.e., mappings of algebras along their signature, form a category, called Alg($BOOL$).

Given a set of variables $F$ (later called features), there is a special $BOOL$-algebra $T_{BOOL}(F)$ containing all propositional formulas over $F$. $T_{BOOL}(\emptyset)$ contains terms over $true$ and false only. 2 is the $BOOL$-algebra that just contains true and false. Given a function $f : F \rightarrow G$ between two variable sets, there is an induced $BOOL$-homomorphism $f^* : T_{BOOL}(F) \rightarrow T_{BOOL}(G)$ between their term algebras. Given a function $\alpha : F \rightarrow 2$, there is a unique $BOOL$-homomorphism $\alpha^* : T_{BOOL}(F) \rightarrow 2$ which lifts this assignment to all terms over $F$. And finally, there is a unique assignment $\alpha_0 : T_{BOOL}(\emptyset) \rightarrow 2$ such that $\alpha_0 \circ f^\emptyset = \alpha_\emptyset$ for the unique map $f^\emptyset : \emptyset \rightarrow F$ and all $\alpha$. 

Initial objects, pushouts and pullbacks. An object $I$ of category $C$ is called initial if for each object $A$ of $C$, there exists a unique morphism $i_A : I \rightarrow A$. In the category Set, the initial object is the empty set since it can be uniquely embedded into any other set.

A pushout can be considered as a kind of union of two objects over a common one. Given two morphisms $g : A \rightarrow B$ and $h : A \rightarrow C$, a pushout, if it exists, consists of an object $D$ and two morphisms $k : B \rightarrow D$ and $l : C \rightarrow D$ such that $k \circ g = l \circ h$ and the following property holds: If there are morphisms $k' : B \rightarrow X$ and $l' : C \rightarrow X$ with $k' \circ g = l' \circ h$, then there is a unique morphism $x : D \rightarrow X$ with $x \circ k = k'$. 

![Fig. 3. A schematic depiction of a pushout (left) and a pullback (right).](image-url)
and \( x \circ l = l' \) (see the left diagram in Fig. 3). These properties ensure that the union of the considered objects is large enough but not too large. A colimit can be considered as an even more general kind of union of a set of inter-related objects.

Reversing the direction of all morphisms, a pullback can be seen as a generalized intersection of two objects over a common object. Given two morphisms \( k : B \to D \) and \( l : C \to D \), a pullback consists of an object \( A \) and morphisms \( g : A \to B \) and \( h : A \to C \) if \( k \circ g = l \circ h \) and the following property holds: If there are morphisms \( g' : Y \to B \) and \( h' : Y \to C \) with \( k \circ g' = l \circ h' \), then there is a unique morphism \( a : Y \to A \) with \( g \circ a = g' \) and \( h \circ a = h' \) (see the right diagram in Fig. 3). These properties ensure that the intersection of the considered objects covers their common part completely but not more.

In the category Set, if a morphism \( g \) is injective, the pushout object is \( D = C \cup (B \setminus g(A)) \). Since a pushout is unique up to isomorphism, any set isomorphic to \( D \) would also be a pushout object. A pullback object, for \( l \) being injective, is constructed by \( A = k(B) \cap l(C) \). In the category Graph, pushouts and pullbacks can be constructed component-wise on node and edge sets.

Given a morphism \( l : C \to D \), an initial pushout is the smallest possible pushout such that \( l \) is one of the pushout morphisms. In Set, an initial pushout is constructed over the morphisms \( \emptyset \to C \) and \( \emptyset \to (D \setminus l(C)) \). In Graph, \( A \) might contain some boundary nodes needed to glue \( C \) with \( D \setminus l(C) \) along \( A \to C \) and \( A \to (D \setminus l(C)) \).

A pushout complement can be considered as a kind of generalized difference between two objects. It is shown in [22] that pushout complements are unique, i.e., given monomorphisms \( A \to C \) and \( C \to D \), there is at most one complement, up to an isomorphism, \( B \) with \( A \to B \) and \( B \to D \) such that the left diagram in Fig. 4 is a pushout.

\( \mathcal{M} \)-adhesive categories. Product lines form a lattice of objects; to be able to reason about unions of objects and sub-objects in a general setting, we recall \( \mathcal{M} \)-adhesive categories from [21] and [22]. A category \( \mathcal{C} \) with a morphism class \( \mathcal{M} \) is an \( \mathcal{M} \)-adhesive category if the following properties hold:

1. \( \mathcal{M} \) is a class of monomorphisms closed under isomorphisms (\( f \) isomorphic implies that \( f \in \mathcal{M} \)), composition (\( f, g \in \mathcal{M} \) implies \( g \circ f \in \mathcal{M} \)), and decomposition (\( g \circ f, g \in \mathcal{M} \) implies \( f \in \mathcal{M} \)).
2. \( \mathcal{C} \) has pushouts and pullbacks along \( \mathcal{M} \)-morphisms, i.e., pushouts and pullbacks, where at least one of the given morphisms is in \( \mathcal{M} \), and \( \mathcal{M} \)-morphisms are closed under pushouts and pullbacks, i.e., given a pushout like the left diagram in Fig. 4, \( m \in \mathcal{M} \) implies \( n \in \mathcal{M} \) and, given a pullback (1), \( n \in \mathcal{M} \) implies \( m \in \mathcal{M} \).
3. Pushouts in \( \mathcal{C} \) along \( \mathcal{M} \)-morphisms are stable under pullbacks, i.e., for any commutative cube in \( \mathcal{C} \) where we have the pushout with \( m \in \mathcal{M} \) in the bottom, \( b, c, d \in \mathcal{M} \), and pullbacks on all sides, the top is a pushout as well. Such a cube (Fig. 4) is called \( \mathcal{M} \)-Van Kampen (VK) square.

Examples for \( \mathcal{M} \)-adhesive categories are sets with injective functions, graphs with injective graph morphisms, several variants of graphs like typed and typed attributed graphs with special forms of injective graph morphisms, place-transition (Petri) nets with injective net morphisms, and algebraic specifications with restricted injective specification morphisms. In these categories, a \( \mathcal{M} \)-VK square characterizes the property that a union of objects can be reduced to a union of sub-objects.

III. CATEGORY OF PRODUCT LINES

In this section, we formally define product lines and their relations. To be able to largely abstract from the kind of domain models considered in product lines, we characterize the constraints that have to be fulfilled by structures acting as domain models. Product line relations such as embeddings or refinements can be expressed by product line morphisms. The soundness of these definitions is established by our first main result showing that product lines and product line morphisms form a category. Our transformation approach for product lines is based on gluing (or union) of product lines without replicating their common parts. This gluing can be formally characterized as a pushout in this new category.

In the following, we define the underlying category Model of finite domain models, generalized product lines, relations between product lines called product line morphisms, and finally, the category of product lines over models. We use basic notions from category theory summarized in Sect. II.

A. Domain models

The underlying domain models of product lines are not restricted to a specific kind of structures; we just require that they come from a category Model fulfilling the following constraints:

Definition 1 (Category Model): Category Model can be any finitary \( \mathcal{M} \)-adhesive category that has initial pushouts. An object of Model is referred to as model.

Examples of Model are the categories of finite sets, Petri nets, labeled graphs, typed graphs, and typed, attributed graphs, as shown in [24], [23].

We define some notions and terminology generalized from set theory to be used in the remainder of the paper.

Definition 2 (Notation and terminology): Let models \( M, N, \) and \( M_n \) be given.

1. We can put a preorder on \( \mathcal{M} \)-morphisms into a model \( M \) by defining an \( \mathcal{M} \)-morphism \( a : A \to M \) to be less than or equal to an \( \mathcal{M} \)-morphism \( b : B \to M \) iff there is a
morphism $c : A \to B$ with $b \circ c = a$. A submodel of $M$ is an equivalence class w.r.t. the equivalence generated by this preorder. Submodel $a : A \to M$ is also denoted by $A \subseteq M$.

2. A submodel $M_C$ of $M$ is a complement of a submodel $M_S \subseteq M$ if there is an initial pushout over an $M$-morphism $s : M_S \to M$ of the corresponding equivalence class. As part of the result, there is an $M$-morphism $M_C \to M$ as second pushout morphism. $M_C$ is also denoted as $M - s(M_S)$.

3. $P(M)$ (called a power set of $M$) consists of all submodels of $M$. It forms a complete (finite) lattice w.r.t. submodel union and intersection.

4. Given an $M$-morphism $i : M_S \to M$ and a morphism $m : M \to N$, the composed morphism $m \circ i$ is called restriction and is denoted by $m_{|M_S}$.

5. Given two submodels $S_1$, $S_2$ of $M$, the union of $S_1$ and $S_2$, written $S_1 \cup S_2$, is constructed by taking the pullback of both submodels and taking the pushout of this pullback. More generally, given a finite set $S$ of submodels of $M$, the union of submodels in $S$, denoted by $\bigcup S$, is constructed by taking the pullbacks of submodels pairwise and taking the colimit of all these pullbacks, i.e., unifying all submodels along their pairwise overlap.

In our running example, we represent Statecharts as graph-based models. As pointed out above, typed attributed graphs are shown to be $M$-adhesive [24, 22]. Submodels are graphs that can be embedded into larger graphs by injective graph morphisms. The complement $C$ of a graph $S$ being a submodel of $G$ contains all graph elements of $G$ not in the image of $S$. Since the set of these elements usually does not yield a proper graph, so-called boundary nodes have to be added, i.e., there is a graph $B$ consisting of boundary nodes only that can be embedded into both $S$ and $C$.

**B. Product lines and product line morphisms**

In annotative product lines, each element of the domain model is annotated with a Boolean presence condition. We have to annotate the domain model in the right way, e.g., annotating a state but not its adjacent transitions would lead to products with dangling transitions. For a structure-compatible annotation, we say that each submodel of the domain model is annotated with a Boolean presence condition. The submodel approach forms the basis for our definition as the power set $P(M_P)$ of a domain model $M_P$ forms a $BOOL$-algebra which can be mapped to presence conditions by a homomorphism $f_P$ such that, whenever $M_1 \subseteq M_2 \subseteq M_P$, then $f_P(M_2) \models f_P(M_1)$.

**Definition 3 (Product line):** Given a category $Model$ as in Def. 1, a product line $P = (F_P, \Phi_P, M_P, f_P)$ over $Model$ consists of the following parts:

1. a feature model that consists of a set $F_P$ of features, and a set of feature constraints $\Phi_P \subseteq T_{BOOL}(F_P)$.
2. a domain model $M_P$ being an object of category $Model$.

3. a set of presence conditions expressed as a $BOOL$-homomorphism $f_P : P(M_P) \to T_{BOOL}(F_P)$.

$P$ is called featureless if $F_P = \emptyset$, $\Phi_P = \{\}$, and $f_P(M) = true$ for all $M \subseteq M_P$, and element-free if $M_P$ is empty.

Note that a featureless product line can be defined straightforwardly from any domain model, and an element-free product line from any feature model. Note further that $f_P(M_P) = \Phi_P$ does not have to hold.

**Example 1 (Product line):** Fig. 1 shows an example of a product line. The feature set, the set $\Phi$ of feature constraints, and the domain model, a state machine, are denoted directly. Various elements of the state machine in Fig. 1 are annotated with presence conditions. Elements with the same presence conditions, potentially completed to a graph by boundary nodes, form submodels being mapped to the corresponding Boolean terms over the given feature set. For example, the state $Drying$ and the transitions between states $Washing$ and $Drying$ as well as $Drying$ and $Unlocking$ are annotated with the condition $Dry$, i.e., the submodel consisting of these three states and two transitions is mapped to a term $Dry$.

Given a product line, the set of all of its products can be derived by considering all possible feature assignments.

**Definition 4 (Feature configuration):** A valid feature configuration of a product line $P$ is an assignment $\alpha : F_P \to 2$ such that $\alpha^*(\phi) = true$, $\forall \phi \in \Phi_P$. The set of all valid feature configurations in $P$ is denoted by $Conf(P)$.

**Definition 5 (Product):** Given a product line $P = (F_P, \Phi_P, M_P, f_P)$.

1. a product $M$ is derived from $P$ under the valid feature configuration $\alpha$ if $M$ is the union of all those models $M' \subseteq M_P$ for which $f_P(M')$ is satisfiable by $\alpha^*$, i.e., $M = \bigcup \{M' \subseteq M_P | \alpha^*(f_P(M')) = true \text{ and } \alpha \text{ is valid} \}.$

2. the set $Prod(P)$ of all products of $P$ with their configurations is defined as $Prod(P) = \{(M, \alpha) | M \text{ is a product of } P \text{ under } \alpha \text{ and } \alpha \text{ is valid} \}$.

Note that we do not require $Prod(P)$ to have at least one product.

**Example 2 (Product):** Given the product line $P$ in Example 1 and a feature assignment $\alpha(Wash) = true$ and $\alpha(Heat) = \alpha(Delay) = \alpha(Dry) = false$, the corresponding product $(M, \alpha)$ consists of the start and end states, states $Locking$, $Washing$, and $Unlocking$, and transitions between them.

Our formalization is essentially based on relations between product lines which are expressed by morphisms. In the following, we define a morphism $m$ from product line $P$ to product line $Q$ as a pair of mappings between their feature sets and their domain models. Such a morphism has to ensure that each product of $P$ is mapped to a submodel of a product of $Q$ assuming compatible feature assignments.

**Definition 6 (Product line morphism):** Given two product lines $P = (F_P, \Phi_P, M_P, f_P)$ and $Q = (F_Q, \Phi_Q, M_Q, f_Q)$
over category Model, a product line morphism $m: P \rightarrow Q$ over category Model is defined by $m = (m_F, m_M)$ with
1. $m_F: F_P \rightarrow F_Q$ being a function over feature sets $F_P$ and $F_Q$ such that $\Phi_Q \Rightarrow m_F^*(\Phi_P)$ and
2. $m_M: M_P \rightarrow M_Q$ being a Model-morphism such that
\[ \forall (M^P, \alpha_P) \in \text{Prod}(P) : \exists (M^Q, \alpha_Q) \in \text{Prod}(Q) \] with $m_M(M^P) \subseteq M^Q$ and $\alpha_Q \circ m_F = \alpha_P$.

A product line morphism $m = (m_F, m_M)$ is feature-preserving (feature-refining) if $m_F$ is injective (injective). It is constraint-strict if it is feature-refining and $\Phi_Q \Leftrightarrow m_F^*(\Phi_P)$.

Example 3 (Product line morphism): Fig. 5 shows two example product lines $R$ and $S$ based on the running example. For illustration purposes, the product lines are shown in a product-wise representation; an annotated representation of $R$ can be derived based on Fig. 1. The relation of $R$ and $S$ can be specified by a product line morphism $n = (n_F, n_M)$. Since the features of $R$ are a subset of those of $S$, $n_F$ is injective. The Model-morphism $n_M$ embeds $R$'s domain model, comprising the union of all shown states and transitions, into that of $S$. As shown in the figure, each product in $S$ potentially extending its configuration and its submodel, thus satisfying the condition.

Definition 7 (Special product line morphisms): Given a product line morphism $g: P \rightarrow Q$ with $g = (g_F, g_M)$, it is injective (bijective) if $g_F$ is injective (bijective) and $g_M$ is an $M$-morphism (isomorphism).

Product line morphisms can be used to embed one product line into another, to add or rename features or domain model elements, or to glue them together:
1. The product line morphism $m: P \rightarrow Q$ between featureless product lines $P$ and $Q$ is clearly determined by the Model-morphism $m_M$, $m_F$ is the empty morphism with $true \Rightarrow true$.
2. A bijective $m_F$ allows a renaming of features.
3. Since $m_F$ may be non-injective, it allows to glue features.
4. Since $m_F$ may be non-surjective, it allows to introduce new features.

We show later that product line transformations can also be used to remove features and domain model elements. Next, we show that product lines and product line morphisms as defined above form a category. To do so, we first define identity morphisms on product lines as well as the composition operator for product line morphisms.

**Proposition 1 (Category ProdLine):** Product lines and product line morphisms over a given category Model with the identities and composition operator as defined above form a category, called ProdLineModel.

**Proof sketch:** There is a identity morphism for each product line $P$ being defined by the identities on the feature set and the domain model of $P$. The composition of two product line morphisms $g: P \rightarrow Q$ and $h: Q \rightarrow R$ defined component-wise on functions and Model-morphisms again yields a product line morphism. Associativity of product line morphisms holds due to the associativity of the composition of functions and morphisms. The full proof is given in [26].

C. Pushouts in the category of product lines

Product line transformations as we consider them below are largely based on the gluing of product lines, i.e., their union. As pointed out above, pushouts can characterize a kind of union of two structures over a common one. Hence, we need to clarify how pushouts of product lines look like. In the following, we only consider the case where one product line morphism is injective. This setting is already sufficient to base product line transformations on pushouts later on.

**Proposition 2 (Pushout in category ProdLineModel):** Given two product line morphisms $g: P \rightarrow Q$, $h: P \rightarrow R$ over Model with $g = (g_F, g_M)$ being injective and $h = (h_F, h_M)$, there is a pushout $(S, k: Q \rightarrow S, l: R \rightarrow S)$, where $S = (F_S, \Phi_S, M_S, F_S)$ is constructed as follows:
1. **Pushout of feature sets:** $(F_S, k_F, l_F)$ is the pushout of $(g_F, h_F)$ in Set. Let $F_S = F_R \cup (F_Q - g_F(F_P))$.
2. **Construction of feature constraint set:** $\Phi_S = l_F^*(\Phi_R) \cup k_F^*(\Phi_Q)$.
3. **Pushout of domain model:** $(M_S, k_M, l_M)$ is the pushout of $(g_M, h_M)$ in Model. Let $M_S = M_R \cup (M_Q - g_M(M_P))$ (with $g_M$ being an $M$-morphism). (Compare with Def. 2, items 2 and 5.)
4. **Construction of presence conditions:** To construct $F_S$, we distribute each submodel $M^S$ of $M_S$ along its pushout construction yielding $M^S = M^R \cup (M^Q - g_M(M_P))$.

(a) Product comes from $R$: $f_S(M^S) = l_F^*(f_R(M^R))$ if $(M^R, \alpha_R)$ is a product while $(M^P, \alpha_P)$ is not. All $(M^S, \alpha_S)$ are products for which a valid feature configuration is given by $\forall f \in F_S: \alpha_S(f) = \alpha_R(f)$ for $f \in F_R$, and $\alpha_S(f) \in \text{Conf}(Q)$ otherwise.

(b) Product comes from $Q$: $f_S(M^S) = k_F^*(f_Q(M_Q))$ if $(M^Q, \alpha_Q)$ is a product while $(M^P, \alpha_P)$ is not. All $(M^S, \alpha_S)$ are products with valid feature configuration $\forall f \in F_S: \alpha_S(f) = \alpha_Q(f)$ for $f \in F_Q$, and $\alpha_S(f) \in \text{Conf}(R)$ otherwise.

(c) Products from $R$ and $Q$ are unified: $f_S(M^S) = l_F^*(f_R(M^R)) \land k_F^*(f_Q(M_Q))$ if $(M^R, \alpha_R)$, $(M^Q, \alpha_Q)$ and $(M^P, \alpha_P)$ are products. All $(M^S, \alpha_S)$ are products with valid feature configuration $\forall f \in F_S: \alpha_S(f) = \alpha_R(f)$ for $f \in F_R$, and $\alpha_S(f) = \alpha_Q(f)$ otherwise.

(d) For all remaining submodels $M^S \in \mathcal{P}(M_S)$:
Due to its formalization based on category theory, we can show can always be split up as shown above. The products of the pushout product line are constructed from the products of the original product lines: either two products stemming from the two original product lines are unified over a common subproduct, or a product of an original product line is “adopted” (but it can be renamed and extended).

We have to show that all sub-models of the pushout object model are equipped with a unique presence condition. Moreover, all newly constructed mappings have to be product line morphisms. Furthermore, the pushout property has to be shown. The complete proof is given in [26].

Example 4 (Pushout construction): Fig. 6 shows four product lines $P$, $Q$, $R$, and $S$ participating in a pushout. While $P$ has just one product, $Q$ and $R$ have two products each, and $S$ has three products. Note that $R$ just shows the part of the SPL in Fig. 1 which is needed to construct a pushout, and, for conciseness, we omit the treatment of the transitions’ effects. We later show an extended version of this example.

The product line morphism $P \rightarrow Q$ summarizes all of the creating actions of Rule 3 in Fig. 2: a new concrete feature $\text{Beep}$ is added together with a new implication; in the domain model, two states with their adjacent transitions are added. The product line morphism $P \rightarrow R$ maps the preserved part of Rule 3 to a submodel of the state machine in Fig. 1. The feature variable $\text{Base}$ is mapped to the feature $\text{Wash}$. In the domain model, state $x1$ is mapped to state $\text{Washing}$ while state $x2$ is mapped to $\text{Drying}$. The pushout glues $Q$ with $R$ over their common subproduct line $P$. According to steps 1 and 2 of the construction in Prop. 2, the feature sets and their constraint sets are unified over the common feature $\text{Base}$. In step 3, the domain models are glued over states $x1$ and $x2$. Domain model elements are annotated along products in step 4.

To understand this annotation better, we present the (parts of) products participating in this pushout construction in Fig. 7. Since the product where just the feature $\text{Wash}$ is selected consists of the state $\text{Washing}$ only, there is no source product that can be mapped to it. Hence, this product is just taken over into the pushout product line $S$ according to step 4(a). Since both products in $Q$ contain the state $x2$ and since the other product in $R$ is obtained if the feature $\text{Dry}$ is selected as well, the two remaining products in $S$ require that $\text{Dry}$ is selected. Hence, the corresponding products of $R$ and $Q$ are glued over the only product in $P$ per step 4(c). Note that some of the considered products are obtained from multiple configurations, e.g., the one in $P$ is obtained from $\{\}$ and $\{\text{Base}\}$.

Since at least one input morphism of the pushout construction is general, multiple distinct features or domain model elements of one SPL may be mapped to the same feature or elements in the pushout SPL.

Summary. In this section, we have accomplished our first goal: to set up a framework for product lines over a variety of possible domain models, not only UML-like but also other kinds as well such as Petri nets or graph structures deduced from program code. Def. 1 specifies the constraints that have to be fulfilled for such domain models. On this basis, we defined product lines and their relations expressed as product line morphisms. Prop. 1 shows that our definitions of product lines and product line morphisms are sound since they form a category. As a foundation for product line transformation, we presented a construction for the union of two product lines over a common one. This construction is sound since it can be characterized as a pushout, as shown in Prop. 2.

IV. Transformation of Product Lines

In this section, we present the new, general form of rule-based product line transformations. They allow to modify feature models and domain models in a single transformation step; they capture all of the examples presented in Sect. I. This form of product line transformation is a so-called gluing approach since new elements are glued to the existing ones. Due to its formalization based on category theory, we can show...
that, given a rule and a match, the transformation (a) always has a result, and (b) this result is unique (up to isomorphism).

Definition 8 (Transformation rule): A (product line transformation) rule \( r \) is defined by \( r = (L \xrightarrow{le} I \xrightarrow{ri} R, NAC) \), where \( L, I, \) and \( R \) are product lines over the category Model, \( le \) and \( ri \) are injective product line morphisms, and \( NAC \) is a (potentially empty) set of negative application conditions defined by injective product line morphisms \( L \xrightarrow{n_j} N_j \) with \( j \in J \).

Transformation rules defined above remove features if \( le_F \) is not an isomorphism and add them if \( re_F \) not an isomorphism. Feature constraints may be adapted as well. Domain model elements are removed from (added to) a product line if \( le_M \) (\( re_M \)) is not an isomorphism. Note that gluing and splitting of feature models or domain models is not supported by our definition of rules yet.

Example 5 (Transformation rules): Rule 3 in Fig. 2 directly uses product lines in its LHS and RHS. Product line \( I \) is given only implicitly as the intersection of LHS and RHS consisting of the feature set \( \{\text{Base}\} \), an empty constraint set, and states \( x1 \) and \( x2 \) in the domain model. Its embeddings into LHS and RHS are straightforward, and NAC is empty.

Definition 9 (Rule match): Given a rule \( r \) defined as above and a product line \( P \) over the category Model (as defined in Def. 1), a match \( m \) is a product line morphism \( m : L \rightarrow P \) fulfilling the following conditions:
1. the PO-complement of \( le_M \) and \( m_M \) in the category Model exists, and
2. \( \forall N_j \in NAC: \) There does not exist an injective product line morphism \( p_j : N_j \rightarrow P \) with \( p_j \circ n_j = m \).

Since the rule match may be non-injective, two separate features or domain model elements in the LHS may be mapped to the same feature or domain model element in the product line \( P \). NACs can be used to disallow the existence of certain features and domain model patterns.

Definition 10 (Rule application): Given a rule \( r \) and a match \( m : L \rightarrow P \) as defined above, a rule application \( P \xrightarrow{r,m} Q \), also called a transformation (step), is given by the diagram in Fig. 8 where (1) and (2) are pushouts in \( \text{ProdLine}_{\text{Model}} \).

Rule \( r \) is applicable at match \( m \) if (1) in Fig. 8 is a pushout in the category \( \text{ProdLine}_{\text{Model}} \). Given \( r \) and \( m \), this pushout can be constructed by the pushout (PO) complement construction below. A PO-complement over product lines can be considered as the difference between product lines. For all products of \( P \) to which a product of \( L \) is mapped, the difference product is constructed. All other products of \( P \) are just copied to \( PI \).

Proposition 3 (Existence and uniqueness of PO-complement): For a rule \( r \) and a match \( m : L \rightarrow P \) as defined above, the product line \( PI = (\Phi_{PI}, M_{PI}, f_{PI}) \) with a pushout (1) exists and is unique if \( MP_{I} \) is the PO-complement of \( le_M \) and \( m_M \) in the category Model. \( PI \) is constructed as follows:
1. \( \Phi_{PI} = F_P - m_P(F_L - F_I) \),
2. \( \Phi_P = \Phi_P - m_P^*(\Phi_L - \Phi_I) \),
3. \( MP_{I} \) is the unique PO-complement of \( le_M \) and \( m_M \).
4. \( \forall M \in \mathcal{P}(MP_{I}) : f_{PI}(M) = f_P(p_M(M)) \)

Proof sketch: We have to show that the construction of \( PI \) as presented above is always possible and yields a product line. Morphism \( p \) is constructed component-wise yielding an injective product line morphism while morphism \( i = (i_F, i_M) \) is constructed by \( i_F = m_{F_I} \) and \( i_M \) being defined by the PO-complement construction in Model. Moreover, we have to show that there exists no other PO-complement for the given rule and match. The complete proof is given in [26].

Example 6 (PO complement construction): Fig. 9 shows an example of a pushout complement as Rule 2 (depicted in Fig. 2) is applied to a part of the washing machine PL in Fig. 1. The rule match \( L \rightarrow P \) maps the feature \( R \) to \( \text{Dry} \), \( x1 \) to \( \text{Drying} \), \( y1 \) to \( \text{Washing} \), and \( x2, y2 \) to Unlocking. The transitions and their actions are mapped accordingly. Note that this mapping is non-injective. The category of typed, attributed graphs and graph morphisms has PO-complements whenever the match does not delete nodes so that context edges may dangle. Since transitions, i.e., edges, are the only elements we can delete, this condition is fulfilled, and thus the PO-complement of the underlying domain models exists.

Since the rule does not change the feature model, this model is not changed in the rule application as well. The domain model of \( PI \) still has the same states as \( P \) since none of the states are deleted by the rule. Two transitions, however, are deleted. The remaining domain model elements are annotated as in \( P \).

Due to our formalization of product line transformations, we can show that transformation steps are sound, i.e., given a
rule with a match, there exists a well-defined transformation result and this result is unique.

**Corollary 1 (Existence and uniqueness of transformations):**
Given a rule \( r = (L \xleftarrow{m} I \xrightarrow{r} R, NAC) \) and a match \( m : L \to P \) in the category \( \text{ProdLine}_{\text{Model}} \), the rule application \( P \xrightarrow{r,m} Q \) exists and is unique up to an isomorphism.

**Proof:** Because of Prop. 3, there exists a unique PO-complement \( (PI,p,i) \) as constructed above. Moreover, the pushout \( (Q,q,m') \) is unique up to an isomorphism, due to pushout properties.

**Illustration.** We reiterate the example introduced in Sect. I in more detail. Fig. 10 shows the application of the original rules to suitable excerpts of the washing machine product line. (1) For rule `FoldIncomingActions`, the selected excerpt includes three products, arising from the selection of feature `Delay`, `Heat`, or neither of them. Since the pair of `wash.start()` actions is only present in the `Delay` product, this is the only product where \( L \) matches \( P \). Subsequently, during the transformation step, the left of the two actions is removed and the right one is assigned a new presence condition `Heat`, using the pushout complement of \( P \) and \( I \) over \( L \). In turn, based on the pushout of \( PI \) and \( R \) over \( I \), the `Washing` state obtains an equivalent entry action, which, however, is only present in the `Delay` product. (2) The deletion part of `ExtractActionToStates`'s application to the example was already presented to illustrate Prop. 3. Here we also see the creation part. The newly created states \( a1 \) and \( a2 \) are assigned the names `SlowCooling` and `DryCooling` as specified by the user, and each of them is being connected to the existing states via transitions. (3) The creation part of `AddBeepFeature`'s application was discussed above, but here, we also see the prequel to the creation: The user has specified `Washing` and `Drying` as values for \( x1 \) and \( x2 \), respectively. Consequently, applying the pushout complement to \( P \) and \( I \) over \( L \) removes the transition between these states.

**Summary.** In this section, we have accomplished our second goal – to define sound transformations of product lines which allow to combine transformations of feature models and of domain models. Since a transformation step is characterized as a double-pushout (see Def. 10), we show in Cor. 1 that, given a rule with a match, the transformation results in a well-defined unique product line. This result relies on characterizing the difference construction as a pushout complement (see Prop. 3).

V. \textbf{Discussion}

**Generalizing existing approaches.** We now discuss how our framework supports the kinds of transformations discussed in Sect. I. Lifting [10] and feature-model editing [8] are special cases of our SPL transformations, since the “vanilla” transformation rules considered in lifting can be represented as featureless rules, and feature-model editing rules can be represented as element-free rules. To enable safe evolution, SPL refinement [12], [14] provides a catalog of rules (called templates in these works) to change the feature model while restricting the allowed changes to the included domain models and asset mappings. For most of these rules – replace feature expression, add mandatory feature, remove feature, change asset, add asset, add optional feature – one can use our framework to specify the intended change of the domain model as well. An exception is the splitting of assets [12]. Splitting is not directly possible in our framework as it would require non-injective morphisms in the rules, whereby we only support non-injective matching. As a workaround, splitting can be mimicked by creating a separate feature and reassigning the affected parts of the domain model to it.

The notion of a feature model in our work is somewhat simplified: we represent feature hierarchies in terms of constraints; however, [27] presents an efficient algorithm for deriving full-fledged feature models from these representations.

**Towards new SPL analyses and usage scenarios.** Our work lays the basis for a variety of new SPL analyses, including conflict and dependency analysis, confluence analysis and termination checks for SPL transformations. Possible usage scenarios for these analyses are (1) bringing transformations into the right order (for handling of transformation chains); (2) composing several transformations to more complex ones (for recurring transformations) and (3) coordination of processes (for SPL development in larger teams). We aim to implement the new analyses on top of the Henshin model transformation language [28], [29]. These analyses also depend on having additional formal results such as the Local-Church-Rosser, Parallelism, Concurrency, and Amalgamation Theorems for parallel and sequential executions of transformations, which are available for \( M \)-adhesive categories [21], [22]. We leave showing that the category of product lines is an \( M \)-adhesive category for future work.

VI. \textbf{Related Work and Conclusion}

Having discussed the most closely related work in Sect. V, we now discuss further related work.

First, management of a product line involves certain transformations, such as the lifting of single-product rules to an entire SPL [10], [30], and the configuration of an SPL representation to produce individual products [3], [31], [32].

**Compositional approaches** manage an SPL by splitting it into a core product and a set of changes. Batory et al. [16] have investigated a categorical underpinning of such approaches. However, their representation of transformations as arrows can only add new elements to the core product. The delta modeling approach [33], [34] is more flexible since the changes encapsulated in a delta may also include deletions and modifications. Abstract delta modeling [35] introduces a notion of conflict-resolving deltas to deal with situations with multiple conflicting deltas. Evolution histories of SPLs can be expressed as a set of higher-order deltas [36]. Deltas are similar to rules – they encapsulate changes to domain models. However, the goal of delta modeling is to facilitate derivation of products for a fixed feature model, and our approach supports systematic modifications of the feature model.

Second, some related work is concerned with SPL refactoring for achieving a higher-level goal, e.g., to extract a managed
product line from a set of separate products [37], or to extend the standard object-oriented refactorings to feature-oriented SPLs [38]. Such refactorings can be composed of atomic rule-based editing steps, such as those introduced in this paper.

Third, some works are concerned with the internal variability of transformation rules. Variability-based model transformation [39], [40], [41], [42] aims to improve the conciseness and performance of syntactically similar rules by expressing variability explicitly. Instead of SPL transformations, this work focuses on the management of “transformation product lines”.

To summarize, in this paper, we presented a formalization of SPLs and their rule-based transformations. Specifically, we defined the generalized form of an annotative SPL using Category Theory, and characterized the type of artifacts over which it can be defined. Then, we formally defined transformation rules of such SPLs using the double pushout approach and gave existence and uniqueness results to show its soundness. The formalization achieves three objectives: first, it provides a systematic and consistent way of defining product lines over a broad class of software artifacts; second, it extends existing work on SPL transformations by allowing richer combinations of changes that transformation rules can make; and third, it provides the foundation for defining general tools and techniques for the development and analysis of SPL transformations.

Each of these objectives points to future work. We have illustrated our formalization on attributed graphs using example rules over an SPL of state machines; however, we plan to demonstrate the generality of the approach by applying it to diverse types of software artifacts. Our approach was motivated, in part, by three threads of research in the SPL transformation literature but we fell short of fully unifying them: our approach currently does not handle rules that glue and performance of syntactically similar rules by expressing variability explicitly. Instead of SPL transformations, this work focuses on the management of “transformation product lines”.
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