
Quality trade-offs in ML-enabled systems: a multiple-case study
Vladislav Indykov
indykov@chalmers.se

Chalmers University of Technology
and University of Gothenburg

Gothenburg, Sweden

Rebekka Wohlrab
wohlrab@chalmers.se

Chalmers University of Technology
and University of Gothenburg

Gothenburg, Sweden
Carnegie Mellon University

Pittsburgh, USA

Daniel Strüber
danstru@chalmers.se

Chalmers University of Technology
and University of Gothenburg

Gothenburg, Sweden
Radboud University

Nijmegen, Netherlands

Abstract
When building a machine-learning-enabled system, quality ob-
jectives are achieved through architectural and non-architectural
tactics, including general ones as well as specific ones that address
machine learning specifics, such as the focus on data. However,
implementing these tactics typically compromises other quality at-
tributes that are not the primary focus of the tactic at hand. Previous
research has investigated quality aspects and tactics for machine-
learning-enabled systems, but there is a lack of detailed insights on
quality trade-offs observed in industrial practice, and how compa-
nies address them. A study in this direction could especially help
start-ups and SMEs to benefit from the insights of other compa-
nies, and academics to develop improved tactics addressing these
trade-offs in alternative, potentially more effective ways.

In this paper, to fill this gap, we present a multiple-case study
of four companies in the AI sphere. As AI solution providers, all
companies are faced with a variety of quality priorities, tactics,
and trade-offs in their addressed application domains. We find that
our subject companies consistently address a common set of core
quality priorities, encompassing reliability, functional suitability,
and resource efficiency, which they address with recurring architec-
tural tactics such as the use of cloud-based components for resource
efficiency, and non-architectural ones such as Scrum practices for
functionality suitability. Finally, we find a variety of trade-offs ap-
pearing in different companies with several recurring ones, two of
them–efficiency vs. reliability, and system accuracy vs. explainabil-
ity–manifesting themselves in three out of the four companies.

CCS Concepts
• Software and its engineering→ Software architectures; Soft-
ware design tradeoffs; • Computing methodologies → Artifi-
cial intelligence.
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1 Introduction
As machine learning (ML) becomes increasingly integrated into
software systems across various industries, the demand for high-
quality ML-based solutions continues to grow [25], [26]. However,
the concept of quality is not universal; it varies significantly de-
pending on the specific business goals. It depends on the domain of
companies that own and use AI-based systems and on the strategic
objectives of companies that deliver such systems. While the use
of ML-enabled software in different domains is usually associated
with a spectrum of business-oriented tasks, the development, inte-
gration, and maintenance of such systems create several complex
challenges and dilemmas from a technical perspective.

Different quality priorities give rise to different approaches to
achieving them by implementing architectural and non-architectural
tactics [4], [10], [21]. Architectural tactics may involve decisions
around system structure and component interaction, while non-
architectural tactics can include workflow organization and process
optimizations. Despite the efforts of companies to implement them
most effectively, they usually encounter unavoidable trade-offs.
Improving one quality attribute may necessitate compromises in
another. For instance, developing complexmodels (i.e. deep learning
models) usually results in high system accuracy, but also excessive
computational resource consumption.

These trade-offs generate significant dilemmas for companies
aiming to balance multiple, sometimes conflicting, quality objec-
tives. As a result, there is no universal approach to developing
high-quality ML-enabled systems and the consideration of context
is required. This complexity sets a high entry threshold for ML
and software engineering startups and small and medium-sized
enterprises (SMEs) in the early stages, that are in dire need of best
practices from larger successful players [20]. However, there is a
lack of generally reported practical experience in quality-driven
development of ML-based software, in particular, considering the
inseparable connection between priorities (quality attributes), de-
cisions to achieve them (tactics), and consequences of their imple-
mentation (trade-offs).

In this paper, to fill this gap, we present the results of a multiple-
case study with four companies that deliver AI-based solutions, in
short, AI solution providers. AI solution providers are particularly
interesting for studying quality trade-offs: On the one hand, they
cater to the needs of their clients, whose particular application
domains usually load to a specific view on quality priorities. For
example, for ML-based healthcare systems, the focus is usually on
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privacy and system accuracy [14], whereas for autonomous vehicles,
major attention is paid to reliability and safety [22]. On the other
hand, as we observe in our study, AI solution providers align the
priorities of their customers with their own strategic goals that can
vary significantly (e.g., depending on their available resources [15],
internal standards on security and privacy [27], ethical guidelines
[18]). We report on the overall quality priorities, how they achieve
them using tactics, what quality trade-offs they encounter, and how
they balance these trade-offs.

Specifically, we address and answer three research questions:
RQ1:Which system quality attributes are relevant for com-

panies that provide AI solutions? By answering this question,
we identify the main quality priorities for certain companies.

RQ2: What tactics are used to achieve those quality at-
tributes? To address this question, we share the main practical
insights of how to achieve previously identified priorities.

RQ3: What major quality trade-offs are encountered by
practitioners? By answering this question, we share quality dilem-
mas encountered in practice by our subject companies.

The synthesis of answers to all the RQs provides a focused col-
lection of concentrated practical experiences, which can be applied
by early-stage startups as best practices and used by academics
to develop new solutions that address the observed trade-offs in
alternative, possibly more effective ways.

2 Background
A quality attribute (QA) is a measurable or testable property of a
system that is used to indicate how well the system satisfies the
needs of its stakeholders [3]. In the context of this research, we use
the term “quality priorities” which are the most important quality
attributes for specific companies, conditioned by strategic goals
and external requirements.

An architectural tactic (AT) is a “technique an architect can use
to achieve the required quality attributes” [3]. Architectural tactics
affect the overall system architecture in oneway or another [16].We
consider the tactics that do not directly affect system architectures
as “non-architectural” in the context of the current study. This
division allows us to establish a line between organizational and
technical solutions, which can be especially useful in assessing
resources for their adoption. By definition, the connection between
tactics and certain quality attributes is implied [16].

A quality trade-off is a compromise between several quality
attributes [1]. Balancing trade-offs ensures that appropriate levels
of satisficement are found for all involved quality attributes.

3 Related Work

Quality Priorities. The study of software quality for ML-enabled
systems is an in-demand topic among practitioners and researchers
[25], [26]. Different common quality models were developed by
independent researchers [28], [17]. In 2023, the International Orga-
nization for Standardization issued a standard quality model for AI
systems [9] that considered the specific nature of machine learning.
While such studies are crucial to understanding the overall quality
picture, in practice, it is barely possible to fully achieve all of them

simultaneously [5]. As a result, AI development companies intro-
duce quality priorities depending on their goals, external require-
ments (provided by clients), and internal requirements (dictated by
strategic goals) [11]. These are the most important attributes that
primarily reflect the overall quality of their solutions, while other
characteristics may be subject to partial sacrifice. The decisions
in this regard vary among companies, therefore, it is necessary to
primarily identify the main priorities of the considered companies
to understand their context.
Architectural and Non-Architectural Tactics. There are several
review papers on architectural issues in the context of AI-based
systems [4], [10], [21]. These papers explore a collection of exist-
ing architectural design decisions to address certain challenges
without a clear reference to system qualities or with a focus on
individual quality attributes and their metrics in isolation from
other characteristics. As a result, possible trade-offs often remain
unnoticed. The same situation with non-architectural tactics that
are based on certain MLOps principles [19], agile-implementations
for the development of ML-based software [23] and other relevant
organizational decisions [24]. Using such knowledge is certainly
important in the early stages of startups, however, without consider-
ation of possible trade-offs it can lead to undesirable consequences.
The research on industrial experience in this area can be beneficial
and alert aspiring start-ups and SMEs about complex dilemmas that
may arise.
Quality Trade-offs. Existing research actively explores quality
trade-offs arising from the implementation of selected tactics in
ML-enabled systems. For instance, between energy efficiency and
system accuracy [6], performance and interpretability [2], perfor-
mance and privacy [30]. While such studies provide deep investi-
gations of specific cases, they leave the identification of the most
crucial trade-offs for industries aside and focus on one particular
trade-off. Moreover, related work on trade-offs is often performed
from a fundamental academic perspective [13], without a clear root-
ing in practice. When it comes to strategic prospects of startups
and early-stage SMEs, the need for high-level studies with insights
from the industry arises, which is the focus of this work.

4 Research Method
To investigate quality trade-offs in ML-enabled systems in industry,
we performed a multiple-case study. This method allowed us to gain
a deep understanding of how companies handle quality objectives,
implement tactics, and navigate trade-offs in practice, by focusing
on several cases of interest. We selected our cases by focusing on
a particular business segment of companies that provide AI-based
solutions for other companies, in short, AI solution providers, as this
would allow us to benefit from particular rich insights over different
application domains. The data collection and analysis processes are
described below.
Case Selection. The companies were selected based on the fol-
lowing criteria:

(1) AI Solution Providers: Each company has to be involved in
the development, deployment, integration, or maintenance
of ML-enabled systems or ML components.

(2) Diverse Application Domains: Each company has clients from
different domains.
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Table 1: Subject companies

Company Domain ML Team
ID Size
C1 Custom Development of ML-based Software approx. 30
C2 Integration of ML Components approx. 10
C3 AI-based Content Creation & Machine Translation approx. 20
C4 ML-based Software Support and Maintenance approx. 30

(3) Focus on High-Quality Solutions: Each company has well-
established processes for handling quality attributes like
reliability, resource efficiency, maintainability, accuracy, and
explainability in their systems.

An overview of our subject companies is provided in Table 1. All
companies have their headquarters located in Sweden.

C1: This company develops customized ML-based systems for
clients from different domains, including the healthcare sector,
the financial sector, and the retail sector. The company provides
solutions of different types, for instance, computer vision systems,
natural language processing (NLP) systems, and ML-based business
intelligence systems.

C2: This company integrates ML functionality in existing sys-
tems of clients from different domains, including the manufacturing
sector, the real estate sector, and the governmental and public sec-
tors. The company focuses on the integration of deep learning and
large language models in workflows and data processing.

C3: This company develops AI-based content creation systems
and shares them in the form of services. It delivers services to
clients from different domains, including the financial sector, the
manufacturing sector, and the retail sector. The company focuses
on natural language processing and machine translation.

C4: This company develops and maintains customized ML-based
systems for clients from different domains, including the construc-
tion sector, the manufacturing sector, and the public sector. The
company provides different services for the development of ML-
based control systems and embedded systems, however, the main
focus is on the maintenance and support of existing ML-based
systems, including AI model updates, proactive monitoring, and
automated testing.

Our selected companies illustrate the wide-ranging application
of AI and ML across various sectors, highlighting the importance
of both development and maintenance for quality-driven solutions.
Each company brings specific expertise and capabilities, enabling
them to represent diverse needs and priorities.
Data Collection. Data collection was conducted through semi-
structured interviews with key employees of each company. Par-
ticipants were selected based on their role in the development,
design, and maintenance of ML-based systems, ensuring that they
had direct experience with the decision-making processes related
to system quality. Our interviewees were software architects, ML
engineers, project managers, and team leaders. Interviews with 6
participants were conducted (1-2 interviewees per company).

The semi-structured format maintains consistency in the core
objectives by being structured around a set of predefined questions,
while still providing flexibility in exploring aspects in detail using
ad hoc follow-up questions.

This format is particularly suitable for discussions of artifacts
that may be subject to different interpretations. For instance, ar-
chitectural and non-architectural tactics can have varied levels
of abstraction among different interviewees, as well as the same
system qualities can be interpreted differently. Hence, during the
interviews, we paid not so much attention to the terminology used
by the participants, but to the underlying phenomenons they de-
scribed.

For RQ1, interviewees were initially provided with full freedom
to define their quality priorities, however, further, their responses
were aligned in real-time with a predefined list of quality attributes
to provide consistent terminology. For instance, we agreed with an
interviewee to introduce the term “resource efficiency”, when they
had previously reported concerns associated with computational
and labor resources. According to all respondents, the introduced
terminology accurately characterized their priorities. For RQ2, in-
terviewees reported architectural tactics to address previously iden-
tified priorities in a free form. For RQ3, interviewees provided the
list of the most crucial quality trade-offs they encountered in prac-
tice and some experience of how to balance them. We note that
during their answers on RQ3, they also provided certain architec-
tural and non-architectural tactics to balance trade-offs that were
not mentioned previously for RQ2. We decided not to update the
answer to RQ2, but to retain these experiences as part of the answer
to RQ3 to maintain the consistency of the interviews.

During the planning and conducting of the interviews, Hove
and Anda’s recommendations for semi-structured interviews in
empirical software engineering research were followed [12]. Each
interview lasted approximately 45 minutes. All interviews were
recorded and transcribed for subsequent analysis. We make the
interview questions publicly available in our Supplementary Arti-
fact 1, furthering reproducibility and providing a basis for further
investigations. Due to privacy concerns, we omit to publish the full
interview recordings and transcripts.
Data Extraction. The recordings of the interviews were tran-
scribed with the help of the Otter.ai platform [7]. Manual verifi-
cation of the transcribed interviews confirmed the high quality
of transcription and full factual correspondence with everything
said in the video recordings. The next step was a deep analysis
of the phenomena discussed. As mentioned earlier, interviewees
could operate with different terminologies but describe the same
things. Clarifying questions and refining our hypotheses with par-
ticipants during the interviews allowed us to identify which quality
attributes, tactics, and trade-offs they described. Further, all of the
extracted data was structured in the resulting tables associated
with RQs. For RQ1, quality priorities were grouped by companies
reported them; for RQ2, tactics were grouped by quality priorities
they addressed and the companies reported them; for RQ3 compa-
nies were grouped by trade-offs they reported and augmented with
brief descriptions of cases.

5 Results
Quality Priorities. We now report the quality priorities provided
by our subject companies, showing an overview in Table 2. All four

1https://doi.org/10.6084/m9.figshare.27074683.v1
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Table 2: Quality Priorities per Company

Company ID Quality Priorities
C1 Functional Suitability, Usability, Reliability,

Resource Efficiency, Maintainability.
C2 Functional Suitability, Reliability, Data

Quality, Resource Efficiency, Fairness.
C3 Functional Suitability, Reliability, Resource

Efficiency, Maintainability.
C4 Functional Suitability, Maintainability,

Resource Efficiency, System Accuracy,
Explainability, Reliability.

companies reported functional suitability, resource efficiency, and
reliability as their key quality priorities.

According to C1, their main quality priority is to follow the
goals of their clients strictly. They conduct deep investigations of
customer needs that further evolve into functional requirements.
Compliance of the system with these requirements is called func-
tional suitability. While those requirements can be dictated by the
specifics of their clients, the company follows four more quality
priorities that are not usually provided by them, which are uni-
versal for all their projects. The first one is resource efficiency. The
company operates with limited labor and computational resources,
which often creates a need to optimize certain processes and algo-
rithms, re-balance existing powers, and offer feasible alternatives to
unachievable solutions in terms of budget. They conduct constant
workload monitoring and functioning capacity analysis. The sec-
ond one is system usability. In addition to high client orientation,
the company strives to deliver systems that are also efficient to the
end users in terms of ergonomics and user interface optimization.
The third priority is maintainability. Since the company also pro-
vides the services of post-production maintenance and technical
support, it follows the strategy of “highly maintainable” solution
development to avoid technical debts. It usually requires extra re-
sources at the stage of design and development, however, it also
brings serious resource savings strategically. Finally, reliability is
one of the key priorities. Machine learning can never be completely
stable due to evolving data, model updates, and changing environ-
ments, however, mitigation of this instability is one of their main
objectives.

According to C2, the quality of the system is characterized pri-
marily by the data it operates with. Crucial attention is usually paid
to data quality. Improvement of data quality is especially resource-
intensive when projects use dynamically updated data. This also
highlights a pronounced role of resource efficiency monitoring. An-
other important factor is system reliability. In the understanding of
C2, reliability consists of two main sub-priorities: the availability
of the system in changing conditions and the safety of model usage.
Finally, C2 reports that the model and system must always take
into account ethical considerations. This is a “fairness” priority.

C3 considered system reliability as the main quality priority. The
main current focus of C3 is on AI-based content generation, per-
spectives of which are quite promising, however, clients stay wary
and conservative. The low reliability of developed components may

Table 3: Used Architectural Tactics

Quality Companies Architectural
Priorities Reported Tactics
Resource C1, C2, C3, C4 Cloud-based Components
Efficiency C4 Model Pruning

C4 Data Caching
Maintainability C1, C4 Microservices

C1, C4 Containerization
C1 Experiment Tracking
C1, C4 Dependency Tracking

Reliability C1, C4 Model Verification Module
C1, C4 Code Versioning
C1, C4 Data Versioning
C1 Pipeline Management
C2, C3 Human-in-the-Loop
C3 Rule-based Models
C4 User Feedback Module

Data Quality C2 Data Source Evaluation
Fairness C2, C4 Bias Mitigation Module

C4 Feature Engineering
Explainability C4 SHAP Explanations

C4 Local Interpretable Models
System C1 Data Preprocessing
Accuracy C1 Feature Engineering

C1, C4 Hyperparameter Tuning
C4 Data Postprocessing

Security C1 Data Encryption

call into question the current possibilities of AI to generate high-
quality insightful content and motivate potential clients to ignore
this option and continue to create textual content manually. It in
turn can affect the overall success of the company. Further, resource
efficiency is also a key priority. Each project requires individual
assessment of the applicability and expediency of ML integration.
Finally, maintainability of the developed ML functionality is re-
quired to be on a high level since the company also takes on the
responsibility for supporting delivered solutions.

The main business strategy of C4 is to support and maintain
existing systems built by their company as well as by third-party
developers. From this follows the key priority of high system main-
tainability. The main goal is to improve this attribute for all systems
within their scope to save resources strategically. Another impor-
tant attribute is system accuracy. The company has a lot of requests
from clients to enhance the accuracy of system outputs to obtain
certain objectives. Another wide range of requests is related to the
improvement in predictability that is achieved through high ex-
plainability of the system’s behavior. Finally, resource efficiency and
system reliability are also priorities that are constantly monitored
and seriously influence the decisions made.
Tactics to Achieve Quality Priorities. To address their quality
goals, our considered companies employ both architectural and
non-architectural tactics. We now first present architectural tactics,
beforemoving to non-architectural ones. Our considered companies
employ the following architectural tactics, as presented in Table 3.
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In company C1, teams implement diverse architectural tactics
depending on the project specifics, however, some tactics are used
in almost all projects to follow the internal quality priorities. To im-
prove resource efficiency, the company often resorts to cloud-based
tools and components. It saves significant resources, however, it is
only possible with the consent of the clients. For instance, these
are third-party cloud storage services, ETL (Extract, Transform,
Load) tools, and serverless computing tools. To improve maintain-
ability, C1 usually uses tactics of microservice architecture (which
means the separation of the whole system into smaller indepen-
dent parts, with each part having its realm of responsibility) and
containerization (packaging an application and its dependencies
into lightweight, isolated units, allowing for consistent and efficient
deployment across different environments). Experiment tracking
(managing and monitoring of model configurations, hyperparame-
ters, metrics, and outputs) and dependency tracking (managing and
monitoring of the libraries, frameworks, and external components)
are also widespread tactics to ensure maintainability.

To achieve high reliability of developed solutions, C1 usually
uses code versioning (managing and monitoring of changes in both
ML and non-ML specific code), data versioning (managing and mon-
itoring of changes in datasets used by ML models) and pipeline
management (managing and monitoring of the dataflows and pro-
cesses in a series of interconnected stages). Those tactics are usually
implemented through experiment management tools. Finally, C1
developed its own model verification module (component designed
to assess whether a model meets specific reliability requirements)
that is usually integrated into safety-critical systems.

The basic set of architectural tactics such as feature engineering
(selecting, modifying, or creating variables (features) from raw data),
data preprocessing (cleaning, transforming, and organizing raw data
into a suitable format) and hyperparameter tuning (searching for
the optimal set of hyperparameters) are always applied to increase
metrics of system accuracy.

Finally, data encryption algorithms are always introduced for
security-critical and privacy-preserving systems. While security
was not mentioned as a quality priority of the C1, it is often intro-
duced for certain cases (e.g., for the healthcare domain).

C2 reported 3 architectural tactics. To address the “data quality”
priority, the company usually conducts deep analysis and evalua-
tion of data sources’ reliability. According to C2, if the sources are
trustworthy, it solves fundamental issues associated with data used
by models. Further, to improve system reliability the company intro-
duces internal or external experts to verify the most safety-critical
deliverables provided by ML. Finally, C2 developed automated bias
mitigation module to exclude a set of sensitive parameters used by
the model at different stages.

C3 also shared the 3 most frequently used architectural tactics.
Similarly to C1, the company sometimes uses different cloud-based
components in their systems and development processes, e.g., cloud
databases, pre-built ML models, and AWS AI service [8]. The com-
pany sometimes integrates domain experts in the loop, who are
introduced to guide the model with more appropriate decisions for
the most complex cases to ensure system reliability. With the same
motivation, supporting rule-based models (to handle categorical
data) are introduced.

Table 4: Used Non-architectural Tactics

Quality Companies Non-architectural
Priorities Reported Tactics
Functional C1 Regular Meetings with
Suitability Clients

C1 Knowledge Transferring
C1, C3, C4 Scrum Practices

Usability C1 Early Involvement of
End Users

Maintainability C2, C3 Supporting Documentation
C4 Knowledge Base

Security C2, C4 Data Governance
Resource Efficiency C3, C4 Cross-Functional Teams

C4 shared 5 more tactics in addition to some of the ones men-
tioned previously. To save computational resources, the company
introduces model pruning (removing unnecessary parameters from
a machine learning model to reduce its size and complexity) and
data caching (temporarily storing frequently accessed data in an op-
erative storage layer, e.g., model outputs). To ensure reliability, the
company integrates user feedback module, where it is possible, to
receive operative information from end users on system faults and
errors. Unlike C1, C4 primarily uses feature engineering to control
the fairness of the system (e.g., absence of bias based on sensitive
parameters, excluding outputs that violate privacy considerations).
The unique priority of explainability is achieved by the integration
of Local Interpretable Model-Agnostic Explanations (approximating
behavior of the complex model with a simpler, interpretable model)
and Shapley Additive Explanations (assigning each feature an im-
portance value based on cooperative game theory) [29].

Our subject companies reported the following non-architectural
tactics presented in Table 4.

To ensure the full functional suitability of the system, C1 holds
regular meetings with stakeholders. These meetings help to reg-
ularly adjust the budget, coordinate tasks, negotiate functional
requirements, and allocate resources. To successfully fulfill func-
tional requirements, knowledge transferring among teammates is
conducted regularly in an operative manner. Finally, the overall
development process is usually organized in accordance with main
Scrum principles [31] which provide the most possible flexibility in
conditions of constantly changing client’s priorities. A remarkable
fact about C1 is its tactic to introduce end users in the early stages
of system design and development to ensure the high usability of
their solutions. According to C1, end users often differ from the
formal clients. The company strives to always consider their needs
as well.

To achieve high maintainability of the components integrated by
C2, sufficient resources are invested in the development of support-
ing documentation explaining technical details and non-obvious
dependencies. To address security and privacy issues C2 provides a
data governance framework of policies, procedures, and standards
together along with an integrated component to make data flows
transparent to the clients.

C3, similarly to C1, emphasized the effectiveness of Scrum in
successfully achieving project goals. Similarly to C2, the company
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provides detailed support documentation for its systems and com-
ponents. C3 is considered a cross-functional team (team members
have diverse expertise and skills from different functional areas) the
most labor-resource-efficient way of organization in their domain.

C4 developed a knowledge base (centralized repository of in-
formation, resources, and expertise) for internal employees with
a collection of best practices based on previous experience in de-
velopment and maintenance. Ready-made insights are applicable
to standard cases and sufficiently simplify maintenance. Like other
companies, C4 follows Scrum practices, data governance principles,
and cross-functional team organization.

The answer to RQ2 presented different perspectives on the use of
quality-driven tactics in ML-enabled systems. The most widespread
architectural tactic was the use of cloud-based components to save
computational and labor resources, while the most widespread non-
architectural tactic was the use of Scrum practices to improve the
functional suitability of final solutions.

Reported Quality Trade-offs. Based on the quality criteria and
tactics identified in the previous research questions, our subject
companies reported the quality trade-offs that affect their decisions
most significantly. They are presented in Table 5.

C1 reported three quality trade-offs it deals with most frequently.
According to C1, the first step in balancing any trade-off is to ana-
lyze the client’s objectives and project scope. When it comes to the
trade-off between resource efficiency and model accuracy, brain-
storming by the team and the client is organized to prioritize the
tasks and set performance thresholds (minimally acceptable lev-
els of accuracy). Lack of labor resources can be compensated by
the involvement of outsourcing powers requiring project budget
extension. Computational resources can be compensated by the in-
troduction of extra cloud-based components. The trade-off between
resource efficiency and security appears rarely, but when it does, it
seriously affects the whole project planning. First of all, security
requirements from the stakeholders are deeply investigated by the
team. When it is not possible to just use lightweight security proto-
cols and outsource encryption algorithms, encryption specialists are
introduced, which can lead to a significant increase of the project
budget. The company strives to deliver highly reliable solutions,
however, when the client requires extra robust functioning, the
team spends extra resources on testing and simulations. Sometimes
it introduces the ML-based algorithms of predictive maintenance
to predict hardware failures and prevent downtime.

C2 usually deals with three main trade-offs. The first one is be-
tween resource efficiency and reliability. Since the team is quite
small, it does not always have an opportunity to build complex mod-
els from scratch. In such cases, they agree with clients on the use of
ready-made cloud-based models. The client and the team decide to
be dependent on the third-party solution availability, however, the
team provides at least one support alternative, which is a model
with lower accuracy and performance that replaces the main one in
case of third-party system failure. The second trade-off is between
reliability and system accuracy. The team noticed the phenomenon
of model overfitting when the formal metrics of accuracy are un-
realistically high, but the ability of the model to generalize inputs
is quite low. In such cases, the team introduces additional cross-
validation, model pruning, or expanding the model training dataset.

Finally, more complex models usually provide higher accuracy, but
less explainability of their decision-making process. This case is
totally dependent on the client’s priorities. Customers are rarely
interested in the explainability of the models, they accept models
as black boxes as long as they efficiently solve their tasks. However,
in cases when they are concerned, the team can replace complex
models with simpler ones or introduce a technique of model stack-
ing (by combining highly interpretable models (e.g., decision trees)
with more complex models (e.g., deep learning).

C3 reported the six most common trade-offs in their experience.
Regarding the trade-off between system accuracy and resource
efficiency, the company selects appropriate models that provide
acceptable accuracy but fit computational limits. To find a balance
between system reliability and resource efficiency, the company
involves automated testing, parallel testing, and test optimizations.
C3 also reported cases when teams were focused on increasing sys-
tem accuracy and optimizing resources, however, main functional
requirements built on the needs of stakeholders were associated
with other quality attributes. For instance, there was a case when
the speech recognition module primarily required high speed of
processing, but due to blurred functional requirements team spent
a lot of effort on increasing accuracy but lost the focus on the speed
of response. The only solution there according to C3 is to moni-
tor and clarify client’s needs constantly. The tactic of balancing
explainability and system accuracy is the same as for C2. Finally,
the integration of the expert to maintain a system is essential, how-
ever, when comes to the maintenance of complex models, humans
can provide biases based on their subjective decisions. In the area
of machine translation, it is especially relevant. Data and model
versioning are used for systematic tracking of changes, allowing
for identifying and correcting bias introduced in specific versions.

For company C4, the majority of trade-offs emerge between
maintainability and other priorities. That is because the main busi-
ness process for C4 is associated with the maintenance and sup-
port of ML-based solutions. When addressing these trade-offs, the
companies usually do not aim for a balance between the different
dimensions. Instead, explainability, security, and usability are typ-
ically prioritized over maintainability, based on requirements by
specific customers. To meet these requirements, the company allo-
cates extra resources for solution development and maintenance,
which leads to higher costs and increased budget needs.

The answer to RQ3 presents the most common quality trade-offs
occurring across different companies. The most frequently reported
trade-off is between resource efficiency and reliability.

6 Discussion
Our findings shed light on the challenges faced by companies in bal-
ancing various quality attributes when developing ML-enabled sys-
tems. We now discuss their contribution to the theory of software
quality of ML-enabled systems, their implications for practitioners
and academics, and threats to validity.

Theory Building. For RQ1, by identifying quality priorities that
exist across multiple organizations, such as reliability, resource
efficiency, and functional suitability, we provide a high-level under-
standing of the strategic goals of real industry. This observation
proves the fact that companies can operate in different ways and
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Table 5: Identified Trade-offs

Trade-off Companies Description
Resource Efficiency vs. C1, C3 Significant labor resources are spent on manual data preprocessing, feature engineering

System Accuracy and hyperparameter tuning. Significant amounts of computational resources (GPU)
can be used to train own models instead of using existing ones to improve system accuracy.

Resource Efficiency vs. C1 Development of complex cryptographic algorithms requires significant labor resources,
Security while encryption of large datasets requires significant computational powers.

Resource Efficiency vs. C1, C3, Sufficient resources (both computational and labor) are usually invested in running
Reliability C4 simulations, stress tests, and monitoring system behavior under various conditions.

C2 Relying on third-party models often makes sense in terms, of resources (financial,
computational, & labor), but if a third-party system fails or the server gets down there
is no way to restore the process manually.

Resource Efficiency vs. C3 The obvious strategy to conserve resources can detract from the main needs of stakeholders
Functional Suitability and real strategic goals.
Resource Efficiency vs. C4 Prioritizing immediate resource savings usually leads to shortcuts in development processes,

Maintainability such as inadequate testing or documentation. It significantly complicates further maintenance.
System Accuracy vs. C3 The obvious strategy to increase system accuracy metrics can detract from the main needs of
Functional Suitability stakeholders and real strategic goals.

Reliability vs. C2 High accuracy of the model sometimes connected to overfitting, when the model cannot
System Accuracy sufficiently generalize input data.

System Accuracy vs. C2, C3, Integration of complex deep learning models (e.g., Large Language Models) significantly
Explainability C4 improves the accuracy of system outputs, however, this makes it barely possible to explain

how the model comes to certain conclusions.
Fairness vs. C3 If the model is maintained by humans, they can introduce potential bias by decisions they

Maintainability personally consider the most rational.
C4 Ethical considerations differ from one client to another. It makes it complicated for maintainers

to properly set up bias mitigation modules and conduct data processing.
Usability vs. C4 Providing users with customization options improves overall system usability but introduces

Maintainability too many unnecessary dependencies that are complicated to monitor and maintain.
Security vs. C4 Strict security and privacy policies of security-critical clients introduce significant limitations

Maintainability on possible decisions for proper maintenance.
Explainability vs. C4 Highly explainable models (and designed systems) limits flexibility when adapting to new
Maintainability requirements. It leads to significant rework in case of changed priorities (for example,

in favor of system accuracy).

serve different clients, however, they often address similar priorities
when it comes to building ML-enabled systems. For instance, relia-
bility is essential for the safe use of machine learning in industrial
conditions, while resource efficiency is important due to the high
computational demands of ML models.

For RQ2, we found that integration of cloud-based components is
frequently used to architecturally achieve those priorities. However,
while cloud-based architectures can enhance resource efficiency
and scalability, they may decrease reliability, by introducing depen-
dency on third-party services. Surprisingly, no company reported
concerns associated with privacy and security, despite the fact that
ML training might require user data, and its transferring to an ex-
ternal cloud provider might lead to privacy concerns. A possible
explanation is the confidence of providers in the tooling used and
transferred responsibility for making decisions about the possibil-
ity of using cloud tools and components to the clients. Another
finding is the adoption of Scrum as a non-architectural tactic to
manage resources, ensure functional suitability, and provide teams
and clients with the necessary flexibility.

Finally, for RQ3, our study of trade-offs reported by companies
leads to an understanding of what dilemmas are usually met by AI
developers, how the decisions are made, and what techniques of
balancing are used.

Implications. This research provides actionable insights for both
startups and SMEs, which often lack the resources to experiment
with various tactics and learn from trade-offs in the same way
that larger organizations might. First, the startup should select
key quality priorities to follow from a wide spectrum of possible
attributes. Secondly, it should implement appropriate tactics to
achieve those priorities consistently, such as those reported by our
subject companies. Thirdly, they should be mindful of trade-offs
that are likely to appear in the process of design and development,
which can potentially save significant resources—as the proverb
says, “forewarned is forearmed”.

Researchers can use our findings in several ways. First, our list
of identified trade-offs (Table 5) can serve as inspiration to develop
new and improved solutions for important challenges in practice.
For example, three of our four considered companies report on
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system accuracy vs. explainability trade-offs—with the recent trend
on large language models (LLMs), there is a dire need for LLM solu-
tions that are able to provide explanations. Second, they can develop
automated recommender systems for practitioners to identify qual-
ity priorities, tactics, and trade-offs. Third, they can further their
knowledge of quality trade-offs by focusing on particular domains
and scopes of quality goals.
Threats to Validity. The main threat to external validity is de-
termined by the specifics of certain companies (i.e. set of clients
they serve, their resources, and their budgets). While we see the
potential of applying our findings to the startups and SMEs, the
specifics mentioned previously may have a more severe impact than
we expect. Furthermore, the fact that all the selected companies
are headquartered exclusively in Sweden may reflect the priorities
of AI developers in a particular country. To mitigate this threat,
it is possible to conduct more interviews with full competitors of
studied companies (i.e. that have clients from the same domains and
perform the same set of activities) or deeply analyze the specifics
of startups and SMEs when applying those findings.

Internal validity is associated with the selected methodology of
multiple case studies. Despite the fact that interviewees are directly
involved in the decision-making process and design of ML-enabled
solutions, they still can represent their subjective understanding
of the described processes. Other employees within the same de-
velopment team may provide other insights on the same issues. To
mitigate this threat we involved more than one interviewee per
company where it was possible.

The main threat to construct validity is associated with our
strategy to rely entirely on the responses of interviewees. The
questions were formulated in a way to explicitly highlights our
intention to study the most important and frequently addressed
quality priorities, tactics, and trade-offs. However, there is still a risk
that perspective on the importance of those is determined by the
responsibilities of a specific interviewee. To mitigate this threat, we
involved only interviewees with the roles of CEO, project manager,
or team leader. From our perspective, such roles can provide the
most strategic insights.

7 Conclusion
The findings emphasize the need for a more nuanced approach to
addressing trade-offs between key quality attributes, particularly in
resource-constrained environments such as startups and SMEs. This
study investigated 9 quality priorities followed by 4 independent
ML developing companies, 24 architectural and 8 non-architectural
tactics to achieve those priorities, and 12 quality trade-offs that
appear in the context of different projects per company.

Significant future work directions are to develop improved so-
lutions addressing the identified trade-offs, recommender systems
that support companies in identifying quality goals, tactics, and
ways to balance trade-offs, and compare the results from related
work with the results of this study.
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